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Generalized Langevin equation for solids. I. Rigorous derivation and main properties
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We demonstrate explicitly that the derivation by Adelman and Doll (AD) [J. Chem. Phys. 64, 2375 (1976)]
of the generalized Langevin equation (GLE) to describe dynamics of an extended solid system by considering
its finite subsystem is inconsistent because it relies on performing statistical averages over the entire system
when establishing properties of the random force. This results in the random force representing a nonstationary
process opposite to one of the main assumptions made in AD that the random force corresponds to a stationary
stochastic process. This invalidates the derivation of the Brownian (or Langevin) form of the GLE in AD. Here
we present a different and more general approach in deriving the GLE. Our method generalizes that of AD in
two main aspects: (i) the structure of the finite region can be arbitrary (e.g., anharmonic), and (ii) ways are
indicated in which the method can be implemented exactly if the phonon Green’s function of the harmonic
environment region surrounding the anharmonic region is known, which is, e.g., the case when the environ-
ment region represents a part of a periodic solid (the bulk or a surface). We also show that in general after the
local perturbation has ceased, the system returns to thermodynamic equilibrium with the distribution function
for region 1 being canonical with respect to an effective interaction between atoms, which includes instanta-
neous response of the surrounding region. Note that our method does not rely on the assumption made in AD
that the stochastic force correlation function depends on the times difference only (i.e., the random force
corresponds to a stationary random process). In fact, we demonstrate explicitly that generally this is not the

case. Still, the correct GLE can be obtained, which satisfies exactly the fluctuation-dissipation theorem.
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I. INTRODUCTION

In many physical problems, e.g., relaxation of excited lo-
cal phonons in a solid,! interaction of fast projectiles with
crystal surfaces,”* chemisorption and decomposition of mol-
ecules adsorbed on surfaces,”® or in fracture propagation
simulations,'®!! the most interesting from the physical point
of view “central region” (region 1) may be much hotter than
the surrounding part of the extended system (region 2) serv-
ing as a heat bath. Because of the energy transfer between
the two regions, periodic boundary conditions within the
molecular-dynamics (MD) simulations are strictly speaking
not applicable, and one has to consider the whole extended
system explicitly in order to describe the corresponding non-
equilibrium process.

A practical solution to this formidable problem was sug-
gested by Adelman and Doll?> (AD) (hereafter; see also Refs.
3,4, 12, and 13) who proposed to treat region 2 as harmonic.
(Note that a formal problem of coupling of a system to a
harmonic “bath” was considered in Refs. 14 and 15; see also
Ref. 16 and references therein.) In the case of the harmonic
region 2, its dynamics can be solved exactly and hence ex-
plicit expressions for the displacements of atoms in region 2
as functions of time u,(r)=|u;(r)|| can be obtained analyti-
cally. Here u, is the vector column containing three-
dimensional vectors u; of displacements of all atoms in re-
gion 2; we shall use hereafter indices j, j’, etc. to indicate
atoms from region 2. Note that in particular, the time depen-
dence of u, comes from the positions of atoms in region 1,
r1(t)=||r;(1)|| (the indices such as i, i’, etc. are to be used for
atoms in region 1), which the solution u,(z)=u,[r(t);t] ex-
plicitly depends upon. After substituting the displacements
u,(1) into equations of motion for atoms in region 1, i.e.,
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equations for r;(r) (i € 1), effective equations of motion for
r;(¢) are obtained with two additional time-dependent forces:
(i) a force R,(¢)=||R,(¢)|, which depends on initial displace-
ments u,(0) and velocities ,(0) of atoms in region 2, and (ii)
a force depending on the history of dynamics of atoms in
region 1 at all times preceding the current time ¢. The latter
integral term if taken by parts can be transformed into a
friction force with memory and an additional contribution,
which modifies the interaction between atoms of region 1. In
turn, the force R(f) is considered as a stationary Gaussian
distributed stochastic process since it is a linear combination
of initial displacements and velocities u,(0) and 1,(0). Thus,
equations of motion for atoms in region 1 become Langevin
equations (with memory); the friction and stochastic forces
correspond to the interaction between atoms in the two re-
gions with the latter becoming stochastic due to unknown
initial positions and velocities of atoms in region 2. The bal-
ance of these forces helps to maintain the temperature in
region 1: The friction forces would remove extra energy
from the region, while the stochastic forces do a work on
atoms in region 1 whereby bringing energy in. Thus, the
Langevin dynamics of atoms in a finite region allow mim-
icking the dynamics of the whole extended system implicitly.

The derivation of the generalized Langevin equation
(GLE) in AD was based on a number of assumptions: (i)
region 1 atoms are also harmonic, i.e., the whole system was
in fact considered to be harmonic; (ii) statistical properties of
the random force R;(f) were investigated based on statistical
averages (...) calculated with respect to the canonical distri-
bution at initial time =0, i.e., it was assumed that uncer-
tainty in the random force originates from the unknown ini-
tial atomic positions and velocities, which are assumed to be
canonical at temperature 7, (iii) when performing statistical
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averages, the whole system 1 U2 was considered; and (iv)
the random force R (¢) was treated as a stationary process,
i.e., its average does not depend on time [in fact, it is zero,
(R,(1))=0], whereas the correlation function (Rl(t)RJ{(t’)) de-
pends only on the time difference t—¢'. The fact that the
average of the random force is equal to zero is consistent
with averaging with respect to the whole harmonic system.
However, dependence of the correlation function of the ran-
dom force only on the time difference was only assumed and
never proven.

The fact that statistical averaging is performed with re-
spect to the entire system 1 U2 results in a double statistical
averaging with respect to region 1. Indeed, when solving the
GLE, MD simulations on region 1 are performed, and vari-
ous properties of the system are then calculated from the
trajectories of atoms in region 1. Thus, statistical averaging
corresponding to region 1 is assumed to be done implying
ergodicity based on the MD simulations. Therefore, averag-
ing with respect to the positions and velocities of atoms in
the entire system 1 U 2 is inconsistent. Moreover, as we shall
show using an explicit calculation, performing statistical av-
eraging with respect to the entire system results in fact in a
nonstationary random process, i.e., the correlation function
(Rl(t)RI(t’)> depends in general on both times, not just on
the time difference as was originally thought. Because the
assumption of a stationary process associated with the ran-
dom force was done in AD in deriving their Brownian form
of GLE, the finding that this process is in fact nonstationary
invalidates their derivation.

Therefore, the main purpose of this paper is to rederive
the GLE in a more general and, at the same time, consistent
way. This is done: (i) by not assuming that region 1 is har-
monic, i.e., atoms in region 1 move in arbitrary ways, and
(ii) when performing statistical averages we integrate with
respect to the part of the entire phase space corresponding to
region 2 only. In doing so, it is assumed that very large
region 2 can be considered as in thermodynamic equilibrium
at some temperature 7, while finite region 1 is considered out
of thermal equilibrium in general. The plan of the paper is
the following. In Secs. I A and II B we rederive the GLE for
a finite set of atoms (region 1) interacting and exchanging
energy with an extended set of atoms comprising the har-
monic region 2. We shall introduce the random force, derive
its statistical properties, and obtain a general expression for
the friction force with memory. We shall show that the fric-
tion force kernel is directly related to the correlation function
of the random force, i.e., the fluctuation-dissipation theorem.
The only assumption, which we shall need for this is that the
interaction between the two regions is linear in displace-
ments of atoms in the harmonic region 2. Thermodynamic
equilibrium is considered in Sec. III, while in the following
Sec. IV we briefly discuss a possibility of exact implemen-
tation of the GLE in MD simulations. Finally, conclusions
will be made in Sec. V.

In the second paper of this series’'’ we shall derive a sim-
plified version of the GLE in which boundary atoms of re-
gion 1 are Langevin atoms while all other atoms are gov-
erned by usual Newtonian mechanics.
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FIG. 1. A finite region 1 where atoms move arbitrarily is sur-
rounded by an extended harmonic region 2 where atoms vibrate
about their equilibrium positions.

II. THEORY
A. Derivation of GLE

Consider an extended system of atoms moving around
according to the Newtonian dynamics. Most of the system
comprising region 2 is assumed to be harmonic, i.e., atoms
only vibrate around their equilibrium positions. However,
there is also a finite region 1 in which atoms may move
arbitrarily, i.e., this may be a “hot spot” where the tempera-
ture locally is much higher than in region 2. The schematics
of our system are shown in Fig. 1.

The Hamiltonian of the whole system 1 U2 is given by

1 o1
H=H1+H2=H1+522mju?+5 2 uj®jj/uj,+22hjuj,
Je jj'e2 je

(1)

where the dagger is used to indicate the transposed vectors
and matrices, H;=T7+U, is the Hamiltonian of atoms in
finite region 1 including their kinetic 7, and potential U,
energies. The last three terms in the H correspond to the
Hamiltonian of region 2 H,. It contains kinetic energy of
atoms in the region, their harmonic potential energy (with
®;; being elements of the force-constant matrix ®,, of re-
gion 2), and their interaction with atoms in region 1 in the
last term. There, —hj gives the force with which atoms in
region 1 act on atom j. Of course, the force —h;=—h[r(1)]
depends on the current positions of all atoms in region 1
given by the vector column r;=||r|| and is thus time depen-
dent. Note that we assume that the interaction energy is lin-
ear with respect to displacements of atoms in region 2. This
is the only approximation (apart from considering region 2 as
harmonic, of course), which we make in this section. Note
that in Ref. 14 a different case was considered in which the
coupling term is linear instead in the atomic coordinates of
region 1. As here region 2 is assumed to be harmonic while
atoms in region 1 may move under an arbitrary anharmonic
potential, we believe the consideration of the coupling to be
linear in terms of the atoms in region 2 (the “bath”) is more
appropriate. Therefore, in the forthcoming treatment we shall
use the Hamiltonian given by Eq. (1).

The general idea of deriving the GLE, which we shall
pursue here, is similar to that proposed in Refs. 2 and 14:
first, equations of motion for atoms in region 2 are solved,
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then the obtained solutions are substituted into equations of
motion for atoms in region 1. Equations of motion for atoms
in both regions are obtained in the usual way,

mi, = 2 (2)
n jea dry K
Myliy = = hy(t) = Py, (3)

where flz—i—lrjll is the vector column of the force acting on
atoms in region 1 due to their interactions with other atoms
in the same region, m;=|m,|| and m,=||m | are diagonal ma-
trices of atomic masses. Note that we use here atomic posi-
tions r; for atoms in region 1 and displacements vectors u,
for atoms in region 2. This is because atoms in 1 may move
around freely, while atoms in 2 may only oscillate around
their equilibrium positions.

By making the substitutions x;= \mju] and V;=h;/ \mj and
introducing the dynamical matrix D,, with elements D;;
=®;;//\mm;, the equation of motion for atoms in region 2

[Eq (3)] can be rewritten as
.5(52 + D22)C2 =- Vz. (4)

This equation can be solved for x,(¢) by, e.g., defining eigen-
vectors e, and eigenvalues wi, of the dynamical matrix D,,
introduced on region 2, Dyye) = wf\e)\, Where the eigenvectors
satisfy usual relations of orthogonality exewz S\» and com-
pleteness E)\exe)\— 1,5, where 1,, is the unity matrix defined
on region 2. Using normal modes &, defined via

x= 2 ed, (5)

)\
(note that &, is a scalar with the inverse relation being &,
=ej\xz), Eq. (4) is diagonalized: &, + wié);—v)\, where the
scalar Vx:e;Vz depends on time via vector V,. The differen-
tial equation for the normal modes is easily solved to yield,

sin[w, (- T)]dT

W)

t
E(1) = Ay’ + Bye N — f Vi(7)
0

where A, and B, are constants defined from the initial con-
ditions at ¢=0. Substituting this into Eq. (5) and applying
initial conditions, one obtains after some simple algebra,>!8

x,(1) = sz(t)xz(O) + (5(1)x,(0) - f Ot = DVy(7)dr,
0

(6)
where we introduced the matrix
i
e\e
Qo(1) = 2 = Psin(wy1), (7)
A W)

and x,(0) and x,(0) are initial positions and velocities (mass
rescaled) of atoms in region 2. The force on atoms in 1 due
to atoms je?2 on the rlght hand srde of Eq. (2) is trans-

=-3 —V12x2, Where V12

=Vl is a rectangular matrix with elements V=77, which
in turn constitute 3 X 3 matrices due to the three Carte51an

o
formed into —X; 55 u ]62 o X
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components of vectors. Note that in general the matrix Vi,
=V,,(#) depends on time. Thus, Eq. (2) can easily be trans-
formed by means of Eq. (6) into the following form:

Vo[ Q0(1)22(0) + Q(1)(0)]

myi'y = f1 -
+f Via(6)Qoy(t = T)Vy(7)dT. (8)
0

This equation is similar in form to that obtained in AD. To
transform this into the Langevin (or Brownian) form, we,
following the original derivation of Adelman and Doll,
should take the integral by parts. However, we shall do it
slightly differently by defining a different matrix,

t
Ay(t) = j Qpp(n)dr= Dgzl —IIx(r), 9)
0
where
€x€;
(1) = 2 — cos(w,1) (10)
PN

is another square matrix defined in region 2. In deriving the
second part of Eq. (9), we have made use of the spectral
representation for the inverse of the region 2 dynamical ma-
trix: Dy =3,eye}/ wy. Since —Qyy(t—1)dT=dA(t—17), inte-
gration by parts of the integral in Eq. (8) is easily performed
yielding the following another form of the GLE:

m1f1=]71+R1—J Vlz(f)sz(f—T)Vz(T)dT, (11)
0

where

fi=fi+ V(DR V, (1) (12)

is the effective force acting on atoms in region 1 modified
due to their interaction with atoms in region 2 clamped at
their instantaneous equilibrium positions. Indeed, equilib-
rium positions of atoms in region 2 are obtained by setting to
zero the derivative of the Hamiltonian (1) with respect to the
displacements u, of atoms in region 2 yielding xz—mélzug
=—my*®5h,=—D3,V,. Therefore, the force given by the
second term on the right-hand side of Eq. (2) becomes

£2(1) == Vi = VDRV (1), (13)

which is exactly the second term in the effective force in Eq.
(12). Thus, the force f; is due to all atoms in region 1 at their
actual positions at time ¢ plus the force due to all atoms in the
surrounding region 2 clamped at their instantaneous equilib-
rium positions at the same moment. Note that because of the
interaction between atoms in the two regions, equilibrium
positions u2 fluctuate with time as atoms in region 1 move
around, i.e., the force f(120 (r) corresponds to the instanta-
neous response of region 2 to the force from region 1, which
changes due to atoms there moving around. Therefore, this
part of the force ﬁzO)(t) is also time dependent.
The second term on the right-hand side of Eq. (11),
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Ry() =~ Vlz(f)[ﬂzz(l)xz(o) + Qs (1)5%,(0) + Iy (1) V2(0)]
(14)

is the force depending on initial positions and velocities of
atoms in region 2 (the first two terms), as well as on the
initial positions of atoms in region 1 [the last term: it expli-
citly depends on the initial forces —V,(0) defined by atomic
positions at t=0]. Following the original idea by Adelman
and Doll, the force R,(f) is to be considered as a random
process. Its statistical properties will be considered below in
Sec. I B. We note here though that in our method the ran-
dom force acquired an additional (the third) term, which was
missing in the original formulation in AD. This term is nec-
essary to ensure that the random force has zero mean (see
Sec. 11 B).

The last term in Eq. (11) has the meaning of a generalized
friction force with memory. Indeed, since the time depen-
dence in V,(r) comes entirely from positions r| () of atoms in
region 1, one can write

AGCED (?_V_z"’i =V (1)74(1)

iel i
and, therefore, we obtain

t

mi =J71+R1—f Ly (e, (ndr, (15)
0

where the friction kernel
[yt 1) = Vi)t = 7)Vay (7) (16)

in general depends on both times not just on their difference.
Equation (15) is the main result of this section. It generalizes
the GLE obtained by Adelman and Doll in that it is not based
on any assumptions concerning region 1. Also, as it will
become clear in Sec. II B, it has the form consistent with
statistical averaging over region 2 rather than over the whole
system 1 U2 as in AD. In addition, in order to derive the
GLE above, we did not assume that the random process as-
sociated with the force R; is stationary in time. In fact, as
will become clear from Sec. II B, it is not.

B. Statistical properties of the random force

The random force defined by Eq. (14) depends explicitly
on initial positions and velocities of atoms in region 2. These
are not known. Moreover, for extended systems their number
could be very large so that explicit specification of the initial
conditions in region 2 becomes impossible. Adelman and
Doll? suggested a solution to this problem by proposing to
treat R(7) as a stochastic process instead. The properties of
this process can be obtained from the explicit expression for
the random force since the stochastic nature of the force
originates from the unknown initial positions and velocities
of atoms in region 2, which are to be chosen from the cor-
responding canonical distribution. Although our expression
for the random force is different from that used in AD, their
basic idea of treating R,;(r) as a stochastic process is still
valid. However, before deriving the statistical properties of
the random force (and hence of the stochastic process in
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question), one point has to be clarified first. Indeed, what
kind of statistical averaging is to be used?

When calculating classical statistical averages of various
functions of coordinates and momenta A(r,p), where the
8 . mpry
vector columns r=(M2) and p=mr=(m2u2) correspond to the
whole system, one has to integrate over the phase space of
the whole system. This can be done by first integrating over
the part of the phase space associated with region 2, i.e., over
u, and p,=myli,, and then integration over the variables of
region 1 can be performed. In the GLE formulation MD
calculations are performed only for atoms in region 1. There-
fore, statistical averaging over this part of the phase space is
performed in a natural way using trajectories of atoms in
region 1 and the well-developed methods of MD (assuming
ergodicity). Therefore, what is needed is to perform statisti-
cal averaging only over region 2 in the GLE equation. This is
to be done prior to running MD simulations on region 1
because of the interaction term between the two regions in
the Hamiltonian [the last term in Eq. (1)]. In other words,
when performing the statistical averaging over the region 2
phase space, it is necessary to use the Hamiltonian H,,
which (via the interaction term) depends explicitly on posi-
tions of atoms r; in region 1. Note that the procedure pro-
posed in AD relies on averaging of the GLE with respect to
the entire phase space prior to running MD simulations on
region 1, which hence is inconsistent. In addition, it is shown
in the Appendix that if this strategy was accepted, then the
random force would also not correspond to a stationary pro-
cess contrary to the assumption made in AD. [This particular
assumption was used in AD to derive their Eq. (3.2) needed
to transform the GLE from the initial form (2.6) to its final
form (4.1a) containing the friction term. We also note a mis-
print in Eq. (4.1a): the dot is missing above x,,(7) there. See

the Appendix for details. ]

We assume that region 1 is large and represents a local
region out of equilibrium. However, it is still much smaller
than region 2. In fact, the latter region is so large that it can
be considered in statistical equilibrium and described by a
canonical distribution at some temperature 7 fixed by a ther-
mal bath surrounding the entire system. This means that co-
ordinates and momenta (or velocities) of atoms in region 2 at
initial moment are distributed according to the following (ca-
nonical) probability function (see also Ref. 14):

Pz, py) =2, e P12, (17)

where B=1/kgT is the inverse temperature and the partition
function is

ZZ = f dM2J dpze_mtz(uz’pz) = f d.fo d)éze_m_tz(xz’xz),

where in the second passage we have replaced u, and p, with
the coordinates (x,,x,) introduced in Sec. IT A. By virtue of
Eq. (5), the positions x, are related by a unitary transforma-
tion (since the eigenvectors {e,} form an orthonormal set) to
the normal coordinates {&,}. Similarly for their time deriva-

tives {£,}. Therefore, the Jacobian of the transformation from
the set (x,,%,) to (&, &,) is equal to unity, and hence integra-
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tion in the phase space can be performed with respect to the
normal coordinates and their velocities,

z,=11 f dé, J déePet) =] z,, (18)
A A

where

1, 1
Hy= 58+ S 06+ iy (19)
is the Hamiltonian corresponding to the given normal coor-
dinate \. Indeed, since region 2 is harmonic, the Hamiltonian
H,=Z\H, is exactly equal to the sum of the Hamiltonians
associated with each normal coordinate. One can see then
that H, corresponds to the “displaced” harmonic oscillator,
so that all the necessary statistical averages can be calculated
analytically. We obtain

Vi (0)

2
)

)

(6,(0)) = H dgx]f déxlpz({fxl}a{éxl})f)\ ==
A

(20)

(£0)=0, (£(0)6,(0))=0, (21)

, 0) Vy/(0)
(£(0)&,/(0)) = 5*—”2+ V*(z) . (22)
Bw}\ w}\ w)\r

_ %
.

Owing to the unitary transformation [Eq. (5)] relating the
normal coordinates and their time derivatives to the coordi-
nates x, and velocities x, of atoms in region 2, one can easily
calculate the required statistical averages (at r=0) for these,

(£,(0)4,/(0)) (23)

00 =S et ()= 3 2O
N

A (N
= M =-DnpVy(0),  (24)
\ W)
(500 =0, (x,(0)%3(0)) =0, (25)
(Ex(0)55(0)) = éln, (26)

. 1
(x,(0)x}(0)) = [—3052‘ +[D3V,(0)[DR VL0, (27)

where 1,, is the unity matrix defined in region 2.

The expressions obtained above allow for a detailed
analysis to be performed on the random force of Eq. (14).
First of all, we see that the random force is a linear combi-
nation of the atomic displacements and velocities at the ini-
tial time x,(0) and x,(0). These are in turn expressed linearly

via the normal coordinates and their velocities &, and §.>\. The
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latter are distributed according to the Hamiltonian H,, i.e.,

we have a Gaussian distribution with the zero mean for é)\
and another Gaussian with the mean from Eq. (20) for &,.
The last term in the definition of the random force does not
depend on the variables related to region 2 and should thus
be treated as a constant. Hence, the random force is also a
Gaussian distributed stochastic variable, and to characterize
it completely, it is sufficient to calculate its first two mo-
ments. These can be calculated easily from the definition of
the random force [Eq. (14)] and the averages for the dis-
placements and velocities of atoms in region 2 obtained
above and summarized in Egs. (24)—(27). One should also
use the identities,

D3, Qsy(1) = Qyy(1) D3y = (1), (28)

D (D5 Qs(t') + Qp () Q') = Mt = 1), (29)

which are verified using spectral representations of the ma-
trices involved and the fact that eigenvectors e, are orthonor-
mal. Thus, we obtain,

(Ry(1))=0, (30)

1
<R1(r>RI<r’)>=l—gvlz(t)nzz(z—r’)vﬂ(ﬂ). (31)

We see that in general the random force is not a stationary
process in our formulation. It will only become the one if V,
does not depend on time. This is the case if region 1 is har-
monic (see Sec. III); another case is considered in Ref. 17.
Since 1_122(0)=D521 [see Eq. (10)], we have for the disper-
sion matrix of the force at time ¢ the following expression:

S = (RUDR(0) = évn(ﬂD;vﬂ(ﬂ. (32)

The distribution function for the random force is thus a mul-
tidimensional Gaussian,

|
P(R;1) ~ exp(— ER}LSHIR1> (33)

with the dispersion matrix S, being exactly proportional to
the temperature; see Eq. (32).

One can see that although the random force fluctuates
around zero, the spread of the force given by the matrix
S,1(2) actually depends on time via V,,(z), i.e., the quantity
that characterizes interaction between the two regions. We
shall see in Sec. III that V;, becomes time independent if
region 1 is also assumed to be harmonic, in which case the
dispersion becomes constant. We note in passing (see a more
comprehensive discussion in Ref. 17) that in this case the
force autocorrelation function [Eq. (31)] would depend only
on the time difference, i.e., the stochastic process becomes
stationary. We reiterate again at this point that this is only the
case if statistical averaging is performed over region 2; if it is
performed over the entire system as in AD, the stochastic
process is never stationary even for a harmonic solid as is
shown in the Appendix.
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Comparing Egs. (16) and (31), we notice that the kernel
of the friction force in Eq. (15) is in fact exactly proportional
to the correlation function of the random force,

[1y(5,1") = BR (DR{(1)). (34)

This observation brings us to the final form of the GLE,
which has been derived here without any particular assump-
tions concerning region 1 and the behavior of the random
force,

m1f1=f1+R1—,3f (R (DR{(D)i(n)dT. (35)
0

This is an exact result, which follows rigorously from the
Hamiltonian (1). Note that our GLE looks slightly different
than that given by Eq. (4.1a) in AD: First, the kernel of the
friction force is defined differently (it is given as an integral
of Q(7) from ¢ to « in AD, while we have defined it as an
integral from zero to 7 [Eq. (9)]) and, second, we do not have
a term containing initial positions of atoms in region 1. It is
easy to show, however, that these two forms of the GLE are
exactly equivalent: The extra term disappears if the friction
kernel is defined as in Eq. (9).

The obtained GLE is the central result of this paper. Our
derivation is more general than that provided previously in
AD since it is not based on two specific assumptions made
there that: (i) atoms in region 1 are harmonic and (ii) the
stochastic process associated with the random force is sta-
tionary. We show that these two assumptions can be lifted
and still the correct GLE can be obtained. In particular, we
explicitly prove that the friction kernel is directly related to
the autocorrelation function of the random force, which is a
manifestation of the second fluctuation-dissipation theor-
em.'® Thus, the GLE obtained in AD should have much
wider applicability than it has been previously thought.

III. THERMODYNAMIC EQUILIBRIUM

Our treatment would be incomplete if we do not consider
what should happen to our system after the local perturbation
has ceased. For instance, one can consider a local “hot” spot
in region 1 on a surface created by an ion bombardment
(e.g., sputtering). One would expect that over some time af-
ter this process the system should return to thermodynamic
equilibrium with the same temperature as in region 2 sur-
rounding region 1. This is because the local region (region 1)
is much smaller than region 2 (the heat bath), so that the
energy transferred to region 1 would disperse in the whole
system without noticeable increase in the temperature in the
entire macroscopic system. We shall show in this section that
at long times, atoms in region 1 are described by a canonical
distribution with some effective interaction corresponding to
instantaneous response of atoms in region 2 to the forces
from atoms in region 1. This would generalize the original
proof given in AD where region 1 was considered as har-
monic during all times.

The important point to stress here is that our heat bath
(region 2) is considered as strictly harmonic. This means that
we limit ourselves to solid systems at not too high tempera-
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tures only. After the extra energy received by atoms in region
1 has propagated into region 2, the region 1 atoms would
become oscillating around some equilibrium positions, i.e.,
region 1 would become harmonic as well. Let 7, be some
critical time indicating the atoms in region 1 become har-
monic. At all times atoms in region 1 are described by the
GLE (15). It contains the integral friction term, which can be
split into two contributions, before and after ¢,

fFII(I,T)fl(T)dT=forn(t,T)fl(T)dT

0 0

+f FII(I,T)i'l(T)dT.

0

The kernel I'y (¢, 7) is proportional to the correlation function
of the random force [Eq. (34)] and should decay to zero at
long times differences t—7 [because of I1,,(z—7) in I'}(7; 7);
see Egs. (31) and (34)]. Therefore, for >, we can neglect
the contribution to the dynamics from the previous times 0
<7<ty in the memory term above (i.e., the first integral).
This means that we can consider the integration in the inte-
gral friction term in Eq. (15) only over the times when region
1 is considered to be harmonic, i.e., #, < 7<t. Introducing the
time shift 7—z,— ¢, we can rewrite the GLE (15). It will take
exactly the same form; however, the meaning of the time ¢
will be different: it will be measured from the instant f,.
Since region 1 is now harmonic, we can replace the vector
column of atomic positions r; with the vector column of
atomic displacements u;. Also, the force f; due to other at-
oms in region 1 can be written explicitly as f;=—®u,,
where ®,; is the corresponding force-constant matrix corre-
sponding to the current set of equilibrium positions of atoms
in region 1. Further, the interaction between the two regions
Vo=[Vj| can also be explicitly written as

1 1 —
Vi=—=h;= ?E Dju;= 2 NmDju;,  j €2,
vm; NMjiel iel

(36)
so that elements V;; of the matrix Vj,=[V,]| become

av, 1
= Ef = \r_%q)ij: \r%Dij, iel, je2, (37)
i.e., the matrix Vlzzmi/lez does not longer depend on time.
Consequently, the friction kernel I'},(z, 7) becomes explicitly
depending only on the time difference r—7 (and as a by-
product of considering region 1 as harmonic, the stochastic
process associated with the random force becomes strictly
stationary as has already been mentioned in Secs. II A and
II B). Therefore, Eq. (15) takes the following form:

t
551"'511)51:131—] fn(t—T)xl(T)dT, (38)
0

where for convenience we introduced a mass-scaled atomic
displacement vector xlzm{/ 2u, (recall that m, is a diagonal

matrix of atomic masses). Correspondingly, other quantities
have been scaled as well: R1=mT”2R1, and
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f1 1(1) = Dol (1) Dy, . (39)

Note that the kernel is an even function of time due to Eq.
(10) and is also a symmetric matrix. The effective dynamical
matrix

Dy, =D,,-D;;,DyDy, (40)

corresponds to atoms in region 2 occupying instantaneous
equilibrium positions following current positions u,(¢) of at-
oms in region 1, i.e., this accounts for a static instantaneous
response of region 2 to the movement of atoms in region 1
(the dynamics of region 2 is taken care of by the friction and
random forces).

Equation (38) can be solved using the Laplace transform
(LT) method as in Refs. 2 and 20 to yield,

t

x1(0) = &1(0)x1(0) + xq1(1)%,(0) + J x11(t = DR, (7)dr.
0

(41)

Applying t=0 to this equation, one immediately gets x;(0)
=0 and &;,(0)=1,;, where 1,; is the unit matrix defined in
region 1. Differentiating x,(r), we get the velocity

t

%1 (1) = €1(0)x1(0) + Xy,(1)%,(0) + J X1t = DR, (7)dr.
0

(42)

Again, using =0 we obtain x,,(0)=1,, and &,,(0)=0. In the
above equations, x;,(t)=L""[x;,(s)] is defined as the inverse
LT of the matrix

x11(5) =[5y, + Dyy + 5T ()17, (43)

where [},(s)=L[T,,()] is the LT of T';,(r). The other time-
dependent matrix used in the solutions [Egs. (41) and (42)] is
given by

0

&1 =L sl + T @ =1, - lf Xn(T)dT}ﬁlr

(44)

In addition, by calculating the statistical averages (taken over
region 2 as before), we find that

(@1 (0x](0)) = &1(D¢x1(0)x1(0)),

(x1(051(0)) = x11 (101 (0)5](0)),

i.e., the functions x,;(#) and &,(¢) are proportional to the
appropriate correlation functions defined in region 1 and
hence should decay to zero at long times. Note that this
behavior is to be expected for a small enough friction. In-
deed, for a function to decay to zero as t— o, it is sufficient
that all its poles have real part to be negative. If we drop the
friction kernel in Eq. (43), the poles of x;;(s) [obtained as
roots of det x;(s)=0] would be pure imaginary and equal to
*i@,, where 6?\ are the eigenvalues of the positively defined

matrix D;,. A small positively defined friction kernel in Eq.
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(43) shifts all poles to the left on the complex plane. This can
easily be shown to be true in one dimension (a harmonic
oscillator with friction) or in the case when all eigenvalues of
T',,(s) are the same. Unfortunately, no general proof of this
statement we have been able to find.

Therefore, the first two terms on the right-hand sides of
Egs. (41) and (42) corresponding to initial conditions can be
dropped at long times leading to x,(7) and x,(z) being given
by the integral terms only. Since the random force represents
a Gaussian process and, as it follows from Egs. (41) and
(42), the displacements x;(¢) and the velocities x,(¢) are pro-
portional to the random force ﬁl(t), they also represent a
Gaussian process with the distribution function

. |
7Dl(xl’xl) ~exp<_ Ey'o- 1y>7 (45)
where y(t)z(;Z):(i:g;) and the dispersion matrix of(r)
=<y(t)y?(t))=(% ey, Using the method developed in Ref.

Tba Thb
20, it is possible to calculate the dispersion matrix. After

some rather lengthy algebra, we obtain
Taa(1) = (1 (D] (1))
1 N - 1~
=- E[Xn(l))(h(t) + ()D& (0] + ,EDHI’

(46)

1 .
o (1) = (xy (03(0) = E[amox;lm —xuOx},(0]= 0}, (1),

(47)
(1) = Gty (%] (1))

1 -~ . . 1
=—E[M»an{l(o+x“(t>x{1<r>]+Eln.

(48)

Due to decay of both functions x,;(¢) and &,,(¢) to zero when
t—oo, we find that

1~ -
[—;D” 0 - 0
ol 1 _ (BD 1" )
0 —1, 0 ply
B
in this limit, so that the distribution function (45) becomes
. B = B ..
Pl(xl,xl) -~ eXp|:— E.XIDHXI - Exi-xl (49)

at long enough times. Consequently, the distribution function
for the displacements u; =mf”2x1 and the momenta p,
=m1u1=m}/2x1 at long times is found to be canonical, i.e.,

1 ~ -
7)1(141’171)=Z_€_BH1, Zl=Jdu1dP1€_BHl, (50)
1

with the effective Hamiltonian
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~ 1 .- Ly

’H1=Eu1®11u1+5p1m1 Pi (51)
for region 1, which takes account of the interactions between
atoms in the two regions: the effective force-constant matrix
here &, =®,,—®,, P3P, [cf. Eq. (40)] corresponds to at-
oms in region 2 responding instantly to the positions of at-
oms in region 1.

In fact, it is easy to show by a direct calculation'® that the
distribution (50) is also a probability for the atoms in region
1 to have definite displacements u; and momenta p;=mu;,
while the displacements and momenta in region 2 are not
specified (arbitrary). Indeed, by integrating the canonical dis-
tribution of the entire harmonic system over the displace-
ments u, and momenta p,=myi, of its subsystem (region 2),
one obtains exactly Eq. (50) with the effective force-constant
matrix. This proves that the distribution (50) does indeed
correspond to considering the whole system 1U2 as canoni-
cal when thermodynamical equilibrium is reached.

Thus, we see that—as expected—after the perturbation
has ceased, the system returns to the thermal equilibrium
described by the canonical distribution corresponding to the
same temperature 7" as that of the heat bath. In fact, we see
that considering region 2 as having a definite temperature 7
means that it serves as a heat bath for the finite region 1.

IV. IS THE EXACT TREATMENT OF THE
THERMAL BATH POSSIBLE?

The question we pose here is this: is it possible to imple-
ment the exact GLE (35) without making any simplifications,
i.e., with the actual heat bath and the memory (non-
Markovian) effects fully included? The main problem is re-
lated to the calculation of the friction kernel (16) and per-
forming lattice summations over the atoms in region 2, so
that calculations presented so far in the literature are based
on various approximations (see, e.g., Ref. 4). A numerical
method of calculating the friction kernel from a special set of
MD simulations was suggested in Ref. 21. A sketch of ideas
presented in this section on a possibility of implementing the
GLE exactly generalizes those proposed recently in Ref. 22.

If one could derive all the necessary expressions for
Vi5(1), Ty(z), and D3, then a typical time step in the MD
simulation would proceed as follows:

1. Positions and velocities of atoms in region 1 from the
previous time step are known (in fact, we need to know
velocities over the entire history of the simulation because of
the memory term in the GLE; see below).

2. Calculate the dispersion matrix S;;=||S;,. || according
to Eq. (32) and then draw at random the force vector R,
=||R; | for each atom i € 1 and each its Cartesian component
a=x,y,z from the multidimensional Gaussian distribution
(33); as this may be difficult to do in practice, random forces
R;, for every component a=x,y,z of each atom i € 1 may be
drawn at random separately taking only diagonal elements of
the dispersion matrix in which case the different forces be-
come independent and are described by single Gaussians

1 R,
P(Rla) = /—exp - 2 )
V27TO—ia 2Uia

PHYSICAL REVIEW B 78, 094304 (2008)

with the dispersion 7, =(R7,(1))=5[V12()125(0) Vay (1) i e
3. Calculate the memory term by discretizing the inte-
gral:'8

f I'y(@- v (ndr

0
N-1

1
= lgrn(fzv—fl)vl(ﬁ) + 2 Ity =t)vi(2,)

n=2
1
+ Erll(o)vl(fzv) At,

where the index n counts the time steps and the time ¢ hap-
pens at the Nth step; we see that knowledge of all velocities
v,(t,) at the preceding time steps is necessary.

4. Calculate the force f, from Eq. (12).

5. Evolve the positions and velocities of atoms in region
1: store the velocities for later use.

Therefore, the actual question is whether or not one can
calculate all the necessary matrices such as Dgzl and I1,,(z),
which are related to the eigenvectors and eigenvalues of the
dynamical matrix D,,, defined on region 2 only. The obvious
difficulty is that region 2 is very large and solution of the
corresponding eigenproblem is not possible. To show the
method, which circumvents this problem, we shall consider
the simplest case of region 2 being a part of a periodic solid.
For instance, one can consider region 1 being some fragment
of a crystalline bulk or a small part of a crystal surface; the
rest of the system constituting region 2 contains periodically
repeated unit cells. In this case we can, as the reference sys-
tem, consider the perfect system in which atoms in region 1
occupy their lattice sites as well; this will be referred to as
region 1, i.e., the whole reference system is in fact a perfect
bulk or surface 1,U2. Note that regions 1 and 1, may be
quite different not only in atomic positions but also in the
numbers of atoms of different species. Then, one can calcu-
late the phonon Green’s function of the reference system
G(z)=0(2)'=(z1-D)7!, where the dynamical matrix D
=([l))12°l]“n [l))l;f) is defined in both regions 1, and 2. The important
point is that because the Green’s function is defined on the
whole periodic system, it can be actually calculated. This can
be done by going into the k-points representation instead of
the site representation needed here. The required inverse
transformation to the site representation is performed in the
usual way via the Brillouin-zone (BZ) integration.

We shall now show that all the matrices of interest can
actually be expressed via the Green’s function of the refer-
ence system. Indeed, consider first the LT of {),,(r) defined

by Eq. (7),

€A€;

LD = Dols) = 2 55 = (215 + D)™
A S +-wx
=-[(-s)1n-Dypl™".

It is clearly seen then that {),,(s) is directly related to the
inverse of the 22 block of the Q(z) matrix defined above:
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FIG. 2. Integration contour in Eq. (54). The crosses on the
imaginary axis represent the poles of the matrix I1,,(s) of Eq. (53)
(s=0 and s= * iw,), which are constrained from above and below
by the maximum phonon frequency of the system wy,,,.

0,,(s)==[02(2)]"" at z=—s%. On the other hand, writing the
identity Q(z)G(z)=1 by blocks, one can express Q5,(z) via
the blocks of the Green’s function yielding the following
connection:

Qols) == Gyp(—s7) + Gy (= Sz)Gfglo(— SZ)G102(— 52).
(52)

Note that calculation (in the Laplace space) of any element
of Q,,(s) involves only inversion of a finite (in region 1)
matrix and matrix multiplications with respect to the same
finite region. We also note that in particular D3, =(,,(s=0),
so that it can be directly calculated from Eq. (52). The LT of
I1,,(¢) given via Eq. (10) is related to the LT of Q,,(r) as
follows:

L)) = TTts) = [0 =0) - On(s)]. (53

Hence, using the last two equations, the matrix I1,,(s) can be
expressed via the reference system Green’s function and thus
can be calculated. The calculation of I1,,(7) is done using the
complex plane contour integration as shown in Fig. 2,

1
sz([) = %J\ sz(s)e”ds. (54)
C

The advantage in using this formula is that the integration
can be performed numerically as usually functions behave
quite smoothly in the complex plane far from their poles.
Another method of calculating numerically the inverse LT
based on an expansion in Laguerre polynomials* was imple-
mented in Ref. 22.

Finally, we note that all summations over region 2 [which
appear in matrix multiplications such as, e.g., V;,11,,(¢)] can
be performed numerically by transforming I1,,(z) into the k
representation and then the lattice sums over lattice transla-
tions of region 2 can be turned into integrals over the BZ.

Thus, we have shown that in principle one should be able
to run dynamics of region 1 with detailed account of its
surrounding (region 2). Of course, the implementation of the
complete scheme is not straightforward and still work needs
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to be done to build reasonable approximations. As the first
step, the stochastic boundary condition model to be dis-
cussed in Ref. 17 could be used.

V. DISCUSSION AND CONCLUSIONS

In this paper we have revisited the derivation of the GLE
written for solids originally by AD.? They considered a par-
ticular situation in which a finite region of a crystal or of its
surface (region 1) is substantially perturbed by some external
conditions (e.g., ion bombardment), while a very big sur-
rounding part of the system (region 2) is assumed to be har-
monic and kept at some temperature 7 serving as a heat bath
for region 1. They made two important assumptions, which
allowed them to derive the GLE. First, it was assumed that
region 1 is also harmonic, and, second, the random force,
which acts on atoms in region 1 and originates from un-
known initial positions and velocities of atoms in region 2,
was assumed to be of zero mean and a stationary random
process. In their method the stochastic properties of the ran-
dom force were obtained applying the canonical distribution
of the entire system 1U 2, which was facilitated in practice
by the first assumption (harmonicity of the entire system).

We have shown here that their derivation has a defect
related to deriving stochastic properties of the random force
from the canonical distribution of the whole system. This
method is not appropriate because it leads to performing sta-
tistical averaging over dynamical variables (positions and ve-
locities) of region 1 twice since additional averaging is as-
sumed to be done during the course of the MD simulation of
atoms in region 1. In addition, we explicitly demonstrate that
this method leads to the random force, which in general does
not represent a stationary random process, thereby invalidat-
ing the derivation of the Brownian form of the GLE in AD.

To cure this defect, we suggested another method in
which the stochastic properties of the random force are de-
rived from the canonical distribution of region 2, i.e., of a
subsystem of the entire system. This allowed us to overcome
eventually both difficulties of the original derivation in AD.
As a bonus, we also find that it is not necessary anymore to
assume that region 1 is also harmonic: it could be arbitrarily
anharmonic. Still, the same GLE is obtained in which the
friction kernel is essentially the random force autocorrelation
function. Thus, the second dissipation-fluctuation theorem
between the random force and the friction (in the general
non-Markovian case) has been proven for this problem with-
out making any additional assumptions. Note that our ex-
pression for the random force differs from that given in AD.
We have also shown (using a modified method of
Adelman?®) that after the external perturbation applied to re-
gion 1 has ceased, the region relaxes to thermal equilibrium
corresponding to a canonical distribution with the same tem-
perature as in region 2. We find, however, that atoms in
region 1 still feel the effect of atoms in the surrounding re-
gion 2 since atoms in the latter region instantaneously re-
spond to the movement of atoms in region 1 resulting in an
effective interaction between atoms in region 1.

Our method is based on two essential assumptions. The
first one is related to assuming that region 2 can be consid-
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ered in thermal equilibrium described by a canonical distri-
bution at some temperature 7. In practice, this means that the
reduced distribution function for region 2,

pa(up,pr) = f p(r,p,0)drdp,,

where p,=m,r, and p(r,p,t) is the distribution function of
the entire system, does not longer depend on time and cor-
responds to the equilibrium canonical distribution (17). This
assumption is justified by the very large size of region 2, and
our basic assumption that only a finite fragment of the entire
system (region 1) can be considered out of equilibrium.

Second, we assume that there is a linear connection be-
tween the two regions: their interaction energy is linear with
respect to the displacements of atoms in region 2. This is a
natural choice as atoms in region 2 are assumed to be far
away from the local perturbation applied somewhere in the
central part of region 1 (which is assumed to be large
enough) and thus terms associated with higher powers of
region 2 atomic displacements can be neglected. However,
from the mathematical point of view, this particular assump-
tion can in fact be relaxed. Indeed, if we keep one more term
in the interaction part of the Hamiltonian (1),

1 S 1,
5 ujhjj,ujr = Euzhzzuza
jJj'e2

which is quadratic in displacements in region 2 (the 3 X3
matrix hj;, which dimension is due to hidden Cartesian com-
ponents of the displacements of atoms j and j’, generally
depends on positions r; of atoms in region 1), then the solu-
tion (6) for the harmonic region 2 would be still formally
valid if we make a replacement ® ;1 — @/ +h;;s. This would
affect the definition of the matrix (),,(¢) as well. Therefore,
X,() can still be substituted into the appropriate force terms
in the equations of motion for atoms in region 1 leading to an
analog of Eq. (8). Unfortunately, as can easily be seen, the
transparent picture of the Gaussian random force would not
be valid anymore. Indeed, the extra interaction term, after
employing Eq. (6) for x,(¢), results in an additional force to
be added on the right-hand side of the GLE (8), which is
quadratic with respect to initial displacements and velocities
of atoms in region 2. This means that the random force
looses its linearity with these and, as a result, is not longer
Gaussian. The expression for the memory term becomes also
more complicated. If we retain cubic, quadric, etc. terms in
the interaction part of the Hamiltonian, then an analytic so-
lution for region 2 cannot be obtained at all and the problem
becomes completely intractable. Thus, the obtained GLE
[Eq. (35)] is based essentially on the particular form of the
Hamiltonian for the entire system we have chosen in which
the interaction term is linear with respect to the displace-
ments of atoms in the thermal bath region.

The GLE can be easily generalized for systems containing
several environments held at different temperatures, e.g., for
heat transport calculations. Indeed, if we imagine a sand-
wichlike geometry of the entire system in which we have a
central region (as region 1) and two environment regions on
the left and on the right held at temperatures 7 and 7>, then
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one can use Eq. (6) for the displacements in either of the
regions with different matrices ,,(7). Substituting both so-
lutions into the equation of motion for atoms in the central
region 1, we obtain two random forces and two friction in-
tegral terms corresponding to each of the environment re-
gions. In this case each of the random forces is described by
its own statistics corresponding to the environment region in
question. A similar in spirit method for treating heat transport
in MD simulations by introducing “thermal walls” at differ-
ent temperature was proposed in Ref. 24.

Finally, we shall discuss the meaning of the GLE. To sim-
plify the argument, let us assume that we are only interested
in a single set of initial positions and velocities of atoms in
region 1 chosen as r;(0) and v;(0)=7,(0). Then, if we
wanted to study a single trajectory of our system correspond-
ing to some particular initial positions and velocities of at-
oms in region 2, we would have to draw at random u,(0) and
v,(0)=1i,(0). These would determine completely the “ran-
dom” force at all times; see Eq. (14). In other words, the
simulation would be entirely deterministic—as it should
since it corresponds to a single trajectory in the entire phase
space of the whole system. Moreover, this approach would
be impractical as the number of degrees of freedom in region
2 is essentially infinite. What we would actually like to do is
to sample many trajectories corresponding to various choices
of positions and velocities of atoms in region 2 in a single
MD simulation performed for atoms in region 1. Notice that
every particular choice of the initial positions and velocities
of atoms in region 2 would entail solving the same Eq. (35)
but with a different force R(r). Taking statistical average
over region 2 as before of both sides of Eq. (35), we obtain
an equation of motion, which corresponds to this type of the
average trajectory,

m1<f1>=<71>—J Lyt =0 (n)dr (55)
0

since the random force has the zero mean. Here (i1)=%<r1)
2

and ('r'1)=(%(r1> can be written as derivatives of the average

trajectory (r;). However, there is a problem with this equa-

tion: Since f;=f,[r,(t)] depends on the actual positions of

atoms in region 1, then (f;)#f[{(r,)], i.e., the equation
above cannot be written entirely via the average trajectory.
The practical solution to this problem as was suggested in
AD was to treat R(f) as a random process, i.e., by choosing
R, at each time step at random. This is easily possible since
the number of degrees of freedom in region 1 (and thus, the
number of random forces one has to draw to build up the
vector R,) is finite and we know the statistical properties of
it. Unfortunately, there is no proof at present that the two
approaches, namely that of AD and of Eq. (55), would give
identical results, so that (similarly to ergodicity, which may
be considered as a similar concept) the method of AD should
be considered as a hypothesis.

In the next paper of this series'’ we shall derive from
the GLE a simplified set of equations, which give a solid
foundation for the stochastic boundary conditions method
used previously without proof in some of the MD
simulations.>>>~%7

17
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APPENDIX

When deriving the GLE in AD [see their Eq. (4.1a)], it
was assumed that the random force represents a stationary
process; see Eq. (3.2) in AD. We shall show in this Appendix
that if the statistical averaging is performed over the whole
system 1U2 as was done in AD, then the random force
becomes nonstationary hence invalidating Eq. (3.2) of AD.
As a result, the Brownian form of the GLE [Eq. (4.1a) in
AD] becomes unjustified as well. Note in passing that the
way in which the statistical averaging is actually performed
in AD is not said explicitly in the paper. However, one can
figure this out since the mean of the random force defined in
Egs. (2.7b) and (2.9) in AD is assumed to be zero. This can
only happen if the statistical average is performed over the
entire harmonic system. We shall use our present notations in
this Appendix to avoid confusion.

The random force in AD is defined without the third term
in Eq. (14). Assuming the whole system 1U?2 is harmonic,
one can calculate the statistical averages over the whole sys-
tem for the initial displacements and velocities of atoms in
region 2,

1 el 1 _
(1,(0)x}(0)) = 73% a_)—; = 50"z, (56)
1
(4,(0):5(0)) = F: Ly, (57)

where 5:(5; ZZ) is the dynamical matrix for the entire sys-
tem, and e, and w) are its eigenvectors and eigenvalues.
Note that these should be distinguished from the analogous
quantities introduced in Sec. IT A and defined with respect to
the dynamical matrix D,, of region 2 only. Consequently, the
correlation function of the random force defined as in AD,
i.e., without the last term in Eq. (14),
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(R, (I)R}L(I'» = Vl2[022(5)<X2(0)XZ(O)>022(I/)
+ Qs (1)(5(0)5(0)) Qs () 1V,

1 : —
= 5 Dl 00D nle)

+ Qo()) Qo (1) 1Dy ;2.

The expression in the square brackets can be compared with
Eq. (29), which does depend on the time difference —¢'. The
difference between the two expressions is in the first term:

the matrix (D'),, in the equation above is replaced by DEZI
in Eq. (29). This leads to the correlation function depending
on both times. To see this explicitly, let us expand the matrix

(D7), in a series (assuming weak interaction between two
regions),

(D)= (Dyy~ Dy D7Dy
1, -l 1, el 1 -1
=Dy, + D5 ApnDy, + DypyApDypAnDy) + ...

where A22=D2]DI11D12. The first term of the expansion leads
to I15,(z—1") as in Eq. (29). However, other terms cannot be
worked out into a form containing only the time difference.
For instance, the second term contributes

Qo (D)(D35A2D ) Qs (t') = (DAL (1),

where we have used identity (28). It depends on both times
separately. In fact, summing up the whole series does not
cure the problem,

sz(f)(ﬁ_l)zzﬂzz(f') + 0y (1) Q(1)
=Ty(t = 1) + My(1)(A3; — D3y) ' Tyy(t").

Alternatively, one could consider the correlation functions
<R1(t)Ri(0)) and <R1(1)RI(O)> explicitly only to show that
these do not equal minus each other as would be the case if
the random force corresponded to a stationary process con-
trary to Eq. (3.2) of AD.

Thus, an assumption made in AD concerning the random
force in fact contradicts the explicit nature of the heat bath.
As a result of this, Eq. (4.1a) remains not proven. As is
shown in Sec. II B, in order for the random force to represent
a stationary process, one has to perform statistical averaging
using only the Hamiltonian of region 2 as averaging over the
entire system leads to problems.
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